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Abstract. Reducing building energy consumption is an important chal-
lenge of the XXI century. Such a challenge can be addressed by an energy
actor, the Trusted Third Party for Energy Measurement and Perfor-
mance, by identifying consumption profiles, making diagnostics, propos-
ing energy performance enhancement and evaluating the energy savings
resulting from these changes. A thesis was funded by such an actor to
study and solve these issues. To accomplish this, the first step is recognis-
ing the energy actors as complex sociotechnical systems and identifying
the appropriate modeling approach. In this article a detailed data infras-
tructure adapted to the big data challenges raised by the transformation
of today’s energy sectors is then proposed. It is designed to address gov-
ernance guidelines through DevOps methodology. Finally the results of
a hierarchical clustering algorithm based on pretopology are briefly pre-
sented along with future works.
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1 Introduction

1.1 Context

Buildings account for 44% of the energy consumed, ahead of transport (32%)
and industry (21%) and by 2050, global energy demand is expected to double.
Current networks and production will not be able to handle this load without
a profound change in the way we consume, which includes increased energy
efficiency.

In a given process, energy efficiency is the ratio of the energy value produced
to the energy value consumed. Energy efficiency is the total energy output of a
system. It is derived from the performance in terms of what the energy will be
used for. The energy efficiency of a house will thus concern the heating, by taking
into account the energy output of the appliances, but also insulation, ventilation,
etc. Improving energy efficiency requires knowledge of consumption data, change
management, building materials and the implementation of an intelligent system.
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To know the energy efficiency of a building, the energy performance diagnosis
requires to evaluate the energy consumption of the building and its management.
The mission of energy saving certificates is to improve the energy efficiency of
the residential and tertiary building sectors, transport, industry and networks.

1.2 Objectives

Facing these challenges, the need for a Trusted Third Party for Energy Measure-
ment and Performance (TTPEMP) is felt. These independent actors can make
energy efficiency diagnostics and they can propose relevant action to enhance the
performance of the building. Theses recommendations can be in term of build-
ing renovation or in term of changes in behaviors (humans or non-humans). Its
purpose is also to evaluate the energy saving allowed by the energy efficiency
recommendation by comparing consumption after modifications to previous con-
sumption [3].

The TTPEMP must be able to process data coming from multiple sources
and of heterogeneous format. Aftermath, the TTPEMP propose some strategy
to enhance the energy efficiency of a building based on those which give good
performance on similar buildings. Thus, the process rise its own knowledge by
providing results on each strategy used on similar buildings. Those strategies
include building renovation, management of device (position and consumption)
and change management concerning the occupants. In the literature, a recom-
mendation system is based on filtering algorithms or nearest neighbors. But
the problem is more complex and the data includes numerical, categorical and
time series and sometimes outcomes of specific strategies. The goal of the thesis
is to propose a recommender system for the energy efficiency of buildings and
to perform forecast about the building future consumption after applying any
strategy.

2 Recommender system’s architecture

2.1 Big Data paragidm

The data treated by the TCMPE are of great Volume as it must treat sev-
eral years of consumption history for hundreds of thousands of buildings. Natu-
rally energy consumption is constantly being updated as new consumption
is added to the time series causing Velocity challenge. Because it is coming
from all kinds of sources the quality and format of the data is Heterogeneous,
causing Veracity and Variety challenges. The infrastructure must respond to
two more constraints: the lineage and governance. Data lineage allows a visual-
ization of the life cycle of the data in order to answer the following questions:
from which source does this data come, and what transformations has it un-
dergone. The objective of data governance is to improve data quality, relevance
and integrity. The information is thus enriched and enhanced. Because of these
challenges, the TCMPE has to have an adequate data infrastructure, presented
below.
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2.2 A socio-technical complex systems

To understand the consumption of buildings and to propose an architecture for
buildings consumption clustering and forecasting, we must study buildings, and
moreover the organisation and systems dealing with the consumption of those
buildings, such as the TCMPE but also the local authorities as well as the smart
grid and other intelligent energy systems. All those systems are complex systems
and moreover socio-technical complex systems. Their modeling must take into
account that aspect while also considering the existing infrastructure [3]. The
methodology for such modeling was the subject of articles describing the early
result of the systemic analysis of such system [1, 2, 12].

2.3 Architecture of the recommender system

Figure 1 presents the recommender system architecture developed during the
thesis. In the following text, we will attempt to present it succinctly.

The energy data is massive, multiple and heterogeneous, responding to the
Big Data paradigm. It is therefore stored in its raw form in a Data Lake (B). The
preprocessing of the data will be done in different data marts. As the preprocess-
ing is specific to the machine learning methods that we want to apply, several
different datamarts exist and will be specific to the different issues related to
energy performance. In our system, we foresee 3 final datamarts. A datamart for
unsupervised profiling (C), a datamart for semi-supervised profiling (D) and a
datamart for consumption prediction (E). Other datamarts concerning different
problems may be designed during the thesis (F).

An important aspect of preprocessing for machine learning is the extraction
of features, they are also specific to the methods to be applied. For profiling, the
features used will be the elements that allow to distinguish categories of con-
sumption relevant from the point of view of energy performance. For example,
night-time consumption can give indications of unnecessary energy consumption.
In addition, high consumption at certain times of the day or week can provide
information on the type of use of the building (housing, office, sports hall, busi-
ness). In return, the type of use of the building can be a new characteristics
added to the datamart in order to make finer and more relevant diagnostics.
The building profiles that will be identified are not necessarily defined in ad-
vance, so it refers to unsupervised learning (C). The profiles identified by our
algorithms will then be analyzed in order to extract specific diagnostics and
recommendations (H).

One of the objectives of our system is to monitor the evolution of the per-
formance of the buildings and thus to check if they change their category of
consumption profile. These categories must be fixed since we cannot follow the
passage from one category to another if the categories themselves are moving.
Placing an item in a set of predefined categories is semi-supervised learning. This
refers to the second type of methods (D). This will allow us to identify changes
in building consumption (change in type of activities, deterioration of the build-
ing) and to evaluate whether the recommended energy performance actions have
been effective (I).



4 L.-N. Lévy et al.

Finally, another branch of the system will consist in comparing the future
consumption of a building with its actual consumption. This will allow to eval-
uate the energy savings resulting from the proposed energy performance actions
(J). It will also allow to identify abnormal consumption of buildings.

Results from step (I) and (J) are used to reinforce the machine learning
algorithms. Moreover, the strategies to enhance the energy efficiency of building
will provide real results that can be evaluated to provide useful feedback for the
decision making process done during these two steps.

In order to stay on top of advances in machine learning it is necessary to
be able to use new methods and train new models easily as well as select and
hybridize the best performing model(s) over time. This will be done with the
help of Energisme’s machine learning factory and the development of complex
inference graphs (G).

Finally, data lineage will be used to allow the adaptation of the system to
the evolution of the data and the context, as well as to ensure the quality and
the veracity of the exploited data.

3 First results and new algorithms

A building clustering algorithm must be performed on a mixed dataset com-
posed of both numerical and categorical data (with time series). It must be able
to treat a large amount of element with a relatively high number of characteris-
tics. Such an algorithm, based on the mathematical structure called pretopology,
has been proposed. Because this algorithm is innovative, its details and its early
results have been published [11]. Other algorithms could be relevant for buildings
clustering, such has AdaBoost/Random Forest [6], K-prototype [9], Self Orga-
nizing Maps [8], Adaptive Resonance Theory-based Topological Clustering [14]
and comparing their results will be the subject of another article.

We also implement clustering algorithms specialized to time series. The algo-
rithms include KNN with dynamic time warping [16], Time Series Forest Clas-
sifier [13], cBOSS [15] and cRISE [5].

For the prediction of consumption time series, the first algorithms considered
are XGBoost [4], LightGBM [10] and a hybrid deep-learning method we devel-
oped [7]. The machine learning factory training and comparing these methods
on a building dataset will be the main topic of a future article.
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Fig. 1. The proposed recommender system
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